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An open architecture for Harcdware Acceleration in ROS 2

ROBOTC:

>
Fasily leverage hardware acceleration in a ROS-centric manner and build custom
compute architectures for robots, or robot cores,
ACCELERATION ROBOTICS \\\
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Acceleration Robotics:
Understanding robotics
computations in CPU (oot )

(' MATERIALS )

© Refined workshops that can build pretty much
anything, each workshop is a core

(INSPECTION )

CPU

© \Work sequentially, task after task
until finalizing

© Multiple workers or,“threads’,on each CPU (though it
eventually fills the space)

TR N

¢
=
3
\Q»

/

© Modern CPUs have various cores

WORKSHOP

('SOLDERING )

ACCELERATION ROBOTICS e rrrrererrerrerrerrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrpbngygy 3



Acceleration Robotics:
Understanding robotics
computations in GPUs

© Many workers doing repetitive work

G P U C MATEER'ALS ) (STARTISH FT)

N — — © Expert,designs masterplan (hard to find, few)

© Not power efficient

TR EST

©® GPUs have many industrial workshops

INDUSTRIAL WORKSHOP
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Acceleration Robotics:
Understanding robotics
computations in FPGAs

(" EXPERTARCHITECT1 )

© Flexible and adaptable factory (software defined)

© Expert-driven architectures

© Low power, high performance

Za

ADAPTABLE FACTORY
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Acceleration Robotics:
Understanding robotics
computations in ASICs

ASIC

Fixed, fully automated factory

Specialized in one process

Very expensive to design and build

Best throughput at lowest power consumption

=

fie

FIXED FACTORY
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ROS 2 Hardware Acceleration Working Group (HAWG)

The ROS 2 Hardware Acceleration Working Group drives the creation, ros-acceleration/ 000
maintenan nd testing of leration kernels on t f n standards for - =2
a. .eaoeades go aC?eea? e es? op of open standards fo community o-X0
optimized ROS 2 and Gazebo interactions over different compute substrates 00
: : ROS 2 Hardware Acceleration Working Gr
(including FPGAs, GPUs and other accelerators). P e g
community governance model & list of projects
3 accelerated al © 4 w3 7 O
Tt dataflow dataflow Contributor Issues Stars Forks )
......... > e
GitHub - ros-acceleration/community: WG governance model & list of
projects
github.com « 2 min read
/ﬁm> https://github.com/ros—-acceleration/community
\i, v
t(R) << t(1)
h 6
2302 2302
B [ |
] ] . o
[ |

Tx Ix - 100x <A C\ZE|\I|-|§<R>AR1;0R> < ATTENDEES >
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https://github.com/ros-acceleration/community

ROBOTCORE Framework:

An open architecture for Hardware
Acceleration in ROS 2

Hardware Acceleration Framework for ROS
It helps build custom compute architectures
for robots through acceleration kernels, or

robot cores, that make robots faster,more
deterministic and power-efficient. Simply
put, it provides a development, build and
deployment experience for creating robot
hardware and hardware acceleration
kernels similar to the standard, non-
accelerated ROS development flow.

ACCELERATION ROBOTICS

Default ROS 2

CPU

- )
/

@jQ/Q

https:

Robotics Application

in the form of a

computational graph

Open Architecture for Hardware Acceleration in ROS 2
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Integrated Tracing and Benchmarking
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ROBOTCORE Framework

Hardware Acceleration Framework for ROS. It helps build custom compute il J[ldcommunity-driven and open source

architectures for robots, or robot cores, that make robots faster,more deterministic and implementation available at https://
power-efficient. Simply put, it provides a development, build and deployment experience github.com/ros—-acceleration

for creating robot hardware and hardware accelerators similar to the standard, non-
accelerated ROS development flow.

3 accelerated

t(R) << t(m)

datafiow
n dataflow
........... “ I "'
~\\ \\‘\ll'// ",
~ \\\~\ /{// -
-~ =
- s = 2N
o //' Q\\ Ny &
: CRLIANOR)
{0 ITE\

:::ROS  :::2 ROBOTCORE :::ROS 22 .
| | Framework 'y

Tx 1.5x - 100x
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https://github.com/ros-acceleration
https://github.com/ros-acceleration

ROBOTCORE Framework:
Production-grade multi-platform ROS

support with Yocto (REP 2000 =)

Instead of relying on common
development-oriented Linux distros
(such as Ubuntu), our contributions to
Yocto allow to build a customized Linux
system foryour use case with ROS,
providing unmatched granularity,
performance and security.

g =
i _ i
2y ¢ Qo

KR260 KV260 Jetwai evier [\ Jetson AGX Xavier SelleriEie el

/ZCU102 /ZCU104
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https://github.com/ros/meta-ros/pull/1003

From ROBOTCORE Framework to an open standard
ROS 2 Hardware Acceleration Architecture and
Conventions (REP 2008 m»)

We are bringing the lessons learned
while developing ROBOTCORE
Framework into a REP that
describes the architectural pillars

and conventions required to

introduce hardware acceleration in
ROS 2 in a vendor-neutral, scalable APPLICATION
and technology-agnostic manner.

ROS 2
All while maintaining the common
ROS development flow.
DDS
UDP/IP

ROBOTCORE Framework

AMD NVIDIA MICROCHIP (Other silicon architecture)
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https://github.com/ros-infrastructure/rep/pull/324

From ROBOTCORE Framework to an open standard Probe Probe
Benchmarking performance in ROS 2 (REP 2014 =) |

Benchmarking is the act of running a | H
computer program with a known v | latency
o Prog | throuhput <
workload to assess the program's | Function | memory
| |
| |
-+

relative performance.

System under test

We adopt a grey-box and non- . +

functional benchmarking approach

. . FUNCTIONAL
for hardware acceleration with a low-
overhead tracing and benchmarking
framework, and select the Linux
Tracing Toolkit next generation (LTThg) R H
. . Test App.
to implement it. ! . pf .
|
-1-+r-{1-t+r--———- +
1 T
V V \V4 \V/

—————————- + Probe
|

System under test |
|

BLACK-BOX GREY-BOX
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https://github.com/ros-infrastructure/rep/pull/364

Case Study: ROS 2 Perception graph

ROBOTCORE Perception is an optimized robotic perception
stack built with ROBOTCORE Framework that leverages
hardware acceleration to provide a speedup in your perception
computations.APl-compatible with the ROS 2 perception stack,
ROBOTCORE Perception delivers high performance, real-time
and reliability to your robots' perception.

ACCELERATED
PERCEPTION PERCEPTION . PERCEPTION .

i SUBGRAPH i i SUBGRAPH i . SUBGRAPH
accelerated accelerated

\willy, Jatafiow ; § PEER
“‘\\\3 WY 7/"’ """"""""" ’©—> § RIS
5 S —//2 /// j// \\?\\\\
: S | | | i
- ~ Ny . . \\ N ,/
s -0 N\
’ //' T \\ N : : \\ ~NZ__~- //
e,/ [T\ & _ _ NS
% 1\ é : : \\\ ///

i - ;
ROBOTCORE Vo boe
t(t) $:ROS 2 Framework t(R) < () $#:ROS :::2 RgeBrCOeTngcgEE () << t() $#tROS 32
I | | | d :....................................:
Tx 5-100x
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ROS 2 Perception graph: 2 nodes perception pipeline
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CPU + GPU

S.9X

B CPU+ FPGA

ROS 2 perception pipeline (2 nodes) - kernel runtime latency (ms). Measured ROBOTCORE Perception pipeline runtime latency running on an AMD KV260 versus

NVIDIA Isaac ROS running in aJetson Nano 2GB. Measurements present the kernel runtime in milliseconds (ms). Source code available at perception_2nodes.
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PERCEPTION
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T - rectify
dataflow :

resize

() #ROS 2
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accelerated - ,
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https://github.com/ros-acceleration/acceleration_examples/tree/main/graphs/perception/perception_2nodes

ROS 2 Perception graph: 2 nodes perception pipeline
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CPU + GPU B CPU+ FPGA

ROS 2 perception pipeline (2 nodes) - Performance-per-watt (Hz/W). Measured ROBOTCORE running on an AMD KV260 versus NVIDIA Isaac ROS running in aJetson Nano 2GB.
Measurements present a 2-Node (rectify and resize operations) pre-processing perception graph performance-per-watt (Hz/W).Source code available at perception_2nodes.
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https://github.com/ros-acceleration/acceleration_examples/tree/main/graphs/perception/perception_2nodes

Case Study: ROS 2 Perception Nodes

Tl
dataflow

...................... Harris
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ROS 2 Perception Nodes: Harris perception Node

IR I |

Harris perception Node
kernel runtime latency (ms)

30.27x

CPU + GPU B CPU+ FPGA

Harris - kernel runtime latency (ms). Measured ROBOTCORE Perception running on an AMD KV260, NVIDIA Isaac ROS running in aJetson Nano 2GB. Measurements
present the kernel runtime in milliseconds (ms) and discard ROS 2 message-passing infrastructure overhead and host-device (GPU or FPGA) data transfer overhead
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T
dataflow

ROS 2 Perception Nodes: HOG perceptionNode

(o #ROS 2

HOG perception Node
kernel runtime latency (ms)

CTIIN
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ROBOTCORE
Perception

W

CPU + GPU B CPU+FPGA

dataffow
............ {)\Hoe
Histogram of Oriented Gradients (HOG) - kernel runtime latency (ms). Measured ROBOTCORE Perception running on an AMD KV260, NVIDIA Isaac ROS running in aJetson Nano 2GB. /:
Measurements present the kernel runtime in milliseconds (ms) and discard ROS 2 message-passing infrastructure overhead and host-device (GPU or FPGA) data transfer overhead Q
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ACCELERATION ROBOTICS

Captures the state-of-the art of
hardware acceleration in robotics by
following a quantitative approach and
presents robotic architects with a

/ resource to consider while designing
their robot computational architectures.

> First phase,a community survey
conducted in both the ROS and
the overall robotics communities

helped grasp the interest behind
the use of hardware acceleration
in robotics. Input from this
community survey was then used
to drive the

> Second phase, a hardware

acceleration benchmarking
effort

R R R SRR R NN NN R R RN NN NN .



2022 Hardware Acceleration

Report in Robotics

First phase: We’re pushing forward REP-2008

initiative to better integrate hardware

acceleration with ROS and Gazebo,what’s most

important foryou? (report=)

ACCELERATION ROBOTICS

96 answers

O

Integration with
ROS 2 build system
@ment)

o
Integration with ROS
2 build tools (colcon)

Acceleration
firmware integrated
into ROS 2
workspaces
(cross-compilers,
hypervisors, etc.)?

Benchmarking
capabilities
for hardware
acceleration

O

Capabilities to
easily switch
between hardware
accelerated and
CPU-centric Nodes

They are all equally
important to

make offloading
transparent for the
user

None of the above

Adding acceleration
to important packages
that just work without
thinking about it

Complete and accurate
documentation is

the priority to me.
Likely, large part of the
community is unfamiliar
with hardware
acceleration

20


https://accelerationrobotics.com/pdf/hardware_acceleration_robotics_2022.pdf

2022 Hardware Acceleration
Report in Robotics

First phase: What packages/components do you think weshould prioritize
when it comes to hardware accelerating ROS 2 and/or Gazebo? (report~)

80

A. Gazebo/lgnition physic engines

B. ROS 2 navigation stack (navigation?)

C. ROS 2 manipulation stack (Movelt?)

E. ROS 2 communication middleware (DDS, i.e.offloading it to hardware)

F. ROS 2 networking stack (UDP/IP/Ethernet, more deterministic network interactions)

G. ROS 2 control stack

H. All of them are important. Accelerating Gazebo could be useful when working with

synthetic environment for RL or DRL. The other are both for timings and deterministic
oroperties of the nodes

l.  Webots physics engine

60

40

20 J. Image and depth data processing pipelines. Improvements on image and depth data

compression and their integration with rosbag recording.
K. Lidardrivers and perception

L. Id like to see more general tools that can be implemented as nodes or library calls that
allow me to quickly build accelerated alternatives for my system.

o
> I - 58 (60,4%)
@ I 30 (40,6%)
U I 62 (64,6%)

- I 20 (20,8%)
@ I 19 (19,8%)

O I 21 (21,9%)
m N 29 (30,2%)

T F101%)

- 1(1%)
< F1(1%)
~ F101%)
— F1(1%)

96 answers (multiple answers allowed)
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https://accelerationrobotics.com/pdf/hardware_acceleration_robotics_2022.pdf

2022 Hardware Acceleration
Report in Robotics

First phase: What do you care more
about when it comes to hardware
acceleration? (report~) ‘

Bandwidth or
throughput

(the total amount of work done in a
given time for a task)

Speed (shorter
execution time)

Speed
(shorter execution time

between the start and the
completion of a task)

Real-time and
determinism

Real-time

(ability of completing a task's
computations while meeting time
deadlines)

Power consumption

Power

(the electrical energy per unit of time
consumed while executing a given
task)

94 answers 98 answers
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https://accelerationrobotics.com/pdf/hardware_acceleration_robotics_2022.pdf
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2022 Hardware Acceleration
Report in Robotics
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Second phase: Benchmarking hardware acceleration (report=) o5 mos s

ROS 2 perception graph performance-per-watt with hardware acceleration (Hz/W)
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https://accelerationrobotics.com/pdf/hardware_acceleration_robotics_2022.pdf

ROBOTCORE

ROS 2 APl compatible hardware acceleration tools and

robot Intellectual Property (IP) cores. Increasing your

robot's performance, including latency, power efficiency

and platform scalability.
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ROBOTCORE®

Hardware acceleration

framework for
ROS and ROS 2.

ACCELERATION ROBOTICS

W
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QNN
ROBOTCORE®

Speed-up ROS 2
graphs with/in
the cloud.

ROBOTCORE®

Accelerated ROS 2
perception
stack.

ROBOTCORE®

Accelerated
ROS 2 coordinate
transformations (tf2).
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FogROS2 and ROBOTCORE Cloud: Tools to speed-up ROS 2 graphs with the cloud,and in the cloud.
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https://github.com/BerkeleyAutomation/FogROS2/

Robotics MCU: A robotics microcontroller unit (MCU) powered by RISC-V and ROS 2
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ROBOTCORE:

The () L[N LI RV TLi specialized in ROS

computations =

ROBOTCORE® is a robot-specific processing unit that helps map
Robot Operating System (ROS) computational graphs to its CPUs,
GPU and FPGA efficiently to obtain best performance. It empowers
robots with the ability to react faster,consume less power,and

deliver additional real-time capabilities.

AMD Kria KR260

https://github.com/ros—-acceleration/robotic_processing_unit
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https://accelerationrobotics.com/robotcore.php
https://github.com/ros-acceleration/robotic_processing_unit

Thanks

Q&A
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